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Abstract: One of the important parts of computer science is Artificial Intelligence (AI). It deals with the development of 

machines that can take decisions like humans on their own. Currently, AI can solve many difficult real-world problems because 

it works much better and faster than humans. Researchers of operations research also are turning their heads towards AI instead 

of traditional systems. Meanwhile, there are several AI models to solve mathematical optimization problems. They depend 

heavily on a random search, but many of their solutions have been efficient at finding absolute optimum. This means that it is 

necessary to choose another optimization model to get quite the optimum value. This paper introduces an artificially intelligent 

algorithm in order to find the optimal solution for a given computational problem that minimizes or maximizes a particular 

function. It is inspired by the corona virus that spreads throughout the world and infects healthy people. Its structure simulates 

the stages of virus transmission and treatment. Because the starting point is so important for converging to the global optimum, 

corona virus approach has guided researchers to select the starting point and parameters. Actually, this point depends on three 

real numbers as the corona virus affects three main parts of the human body (nose, throat, respiratory). The proposed algorithm 

has been found to be an optimal key to different applications. It doesn't require any derivative information and it is simple in 

implementation with few parameters setting. Finally, some numerical examples are presented to illustrate the algorithm studied 

here. The computational results show that it has high performance in finding an optimal solution within reasonable time. 
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1. Introduction 

In December 2019, everyone was interested in corona 

virus that has spread all over the world. It is an infectious 

acute respiratory disease and its complications may lead to 

death. This current disease is first reported in Wuhan, China, 

and transmitted from bats to humans. Its name is derived 

from a relation to the proteins that give it its coronary shape 

as shown in Figure 1. 

The corona virus is also named COVID-19 that is an 

emerging contagious disease caused by the SARS-CoV-2 

virus. It infects people of all ages, especially elder people and 

persons with chronic diseases [1-5]. 

It could be transmitted from human to human by 

inhalation or contact with infected droplets and the 

incubation period ranges from 2 to 14 days. In addition, 

there are opinions say that individuals who remain 

asymptomatic could transmit the virus [3, 5].  

 
Figure 1. A graphical representation of the ultra-structural morphology of 

corona virus. 

The stages of corona virus (COVID 19) and its treatment 

are sketched basically as shown in the following Figure 2. 
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Figure 2. A diagram representation of the stages of corona virus (Covid 19) 

and its treatment. 

Generally, hospitalized patients are classified into two 

categories, the general COVID-19 which has been defined 

according to the following criteria: obvious relief of 

respiratory symptoms (for example, cough, chest distress, and 

shortness of breath) after treatment, maintaining normal body 

temperature for more than three days without the use of 

corticosteroids or antipyretics, improving radiological 

abnormalities in the chest scanner or X-rays after treatment, a 

hospital stay of fewer than 10 days. Otherwise, it was 

classified as COVID-19 refractory [3]. 

Hence, health education on knowledge for disease 

prevention and control is also important to control and reduce 

the corona virus infection rate. Treatment is essentially 

supportive; the role of antiviral agents is yet to be established. 

Prevention entails home isolation of suspected cases and those 

with mild illnesses and strict infection control measures at 

hospitals that include contact and droplet precautions [3, 5]. 

To simulate this disease for solving mathematical 

programming problems, it is known that traditional 

methods have been replaced by AI algorithms to solve such 

problems. They are the fastest-growing field of computer 

science and technology. These modern optimization 

algorithms have been successfully employed in different 

applications. Also, they are called heuristic or 

meta-heuristic algorithms. Where, heuristic search refers to 

a search strategy that attempts to optimize a problem by 

iteratively improving the solution based on a given 

heuristic function or a cost measure. Most of the existing 

meta-heuristic algorithms imitate natural or scientific 

phenomena, e.g. evolution in evolutionary algorithms, 

functions of the brain in neural networks, physical 

annealing of metal plates in simulated annealing, human 

memory in tabu search, human's food in bacterial foraging, 

and the music improvisation process in harmony search. 

Following a similar trend, a new artificial intelligent 

algorithm can be conceptualized from the corona virus 

activity. Where, a doctor always desires to provide the best 

adequate treatment to his patients, which can be obtained by 

numerous practices [6-9]. 

Some studies have been published for applications of 

corona virus in operations research such as: 

The authors of the paper [2] introduced a brief overview of 

the meta-heuristic COVID-19 method concerning its 

applications for electricity demand time series forecasting and 

hybridize deep learning models. It found that corona virus 

optimization algorithm is easily transformed into a multi-virus 

meta-heuristic, in which different corona virus strains search 

for the best solution in a collaborative way. 

But, Ahmed et al. in paper [1] presented an improved hybrid 

classification approach for COVID-19 images by combining 

the strengths of convolutional neural networks to extract 

features and a swarm-based feature selection algorithm for 

selecting the most relevant features. The results showed that 

this approach has better performances in both classification 

accuracy and the number of extracted features that have a 

positive effect on resource consumption and storage 

efficiency. 

The natural-inspired human-based meta-heuristic 

optimization algorithm is proposed by Mohammed Al-Betar et 

al. [10], which is inspired by the herd immunity strategy as a 

way to tackle the spreading of corona virus pandemics 

(COVID-19). 

Furthermore, G Dhiman et al. in the article [11] 

illustrated the multi-objective optimization and a 

deep-learning methodology for the detection of infected 

corona virus patients with X-rays. They concluded that the 

performance of their study is better than the other ten 

competitor models based on the statistical research to select 

the best classification pattern. 

In general, all intelligent optimization algorithms are started 

with random point(s) and their result shows time-consuming 

process. For this reason, the research proposes an algorithm to 

find the optimal solution for mathematical programming 

problems. It relies on the deterministic value for each decision 

variable that is selected from three real numbers; rather than 

random numbers. 

The remaining sections are organized as follows. Section 2 

briefly outlines some types of intelligent optimization 

algorithms. Followed by, section 3 describes in detail the 
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proposed algorithm for optimization problems. Section 4 

presents some numerical examples to solve linear and 

nonlinear optimization problems with their obtained results. 

Finally, section 5 concludes the paper and provides future 

work. 

2. Some of Intelligent Optimization 

Algorithms 

There are several intelligent optimization techniques to 

generate acceptable solutions, even though they cannot 

guarantee optimality. They can incorporate problem-specific 

knowledge to improve the quality of the solutions. This 

section reviews some of them. These models include genetic 

algorithm, hill-climbing, simulated annealing, tabu search, 

particle swarm, ant colony, neural network, bacterial foraging, 

and harmony search algorithm. 

2.1. Genetic Algorithm 

Genetic Algorithm (GA) imitates the mechanics of natural 

selection and evaluation. It involves the following stages to 

solve any optimization problem: 

1) Representation of feasible solution to a problem as a 

population of randomly generated individuals and 

happens in generations. 

2) Evaluation of the population using fitness function. 

3) Generation of new population using the genetic 

operators (crossover and mutation). 

4) Selection of new population from the current population 

[12, 14]. 

2.2. Hill-climbing 

Hill-climbing is a mathematical optimization technique 

which belongs to the family of local search. It is an iterative 

algorithm that starts with an arbitrary solution to a problem, 

then attempts to find a better solution by making an 

incremental change to the solution [15-16]. 

2.3. Simulated Annealing 

Simulated Annealing (SA) is a local search based on 

meta-heuristic technique that proposed by Kirkpatrick et al. in 

1983. It simulates the process of heating and cooling metals. 

SA technique differs from other search methods in accepting 

inferior solutions with certain probability. This is calculated 

using the Boltzmann probability as: 

PB=e
− φ/ T

                   (1) 

Where, T is the temperature that is decreasing according to 

some cooling schedule during the search process, and φ is the 

difference between the best solution’s fitness value and the 

generated trial's fitness value. In this way, it attempts to avoid 

getting stuck in the local optimal solutions [13, 17, 18]. 

2.4. Tabu Search 

Tabu Search (TS) is a local heuristic search procedure. It is 

guided by using an adaptive or flexible memory structure. 

The information is stored in a Tabu list that contains all 

moves. The quality of each solution is measured by an 

objective function. In order to find the best admissible move 

in a neighborhood, the move that has the shortest tabu tenure 

is selected. If the TS is not converging, the search is reset 

randomly [14, 19]. 

2.5. Particle Swarm Optimization 

Particle Swarm Optimization (PSO) is inspired by the 

behavior of bird flocking and fish schooling. It is one of the 

evolutionary computation techniques. So, it likes GA in 

starting with an initial population of random solutions. But, 

PSO is unlike other algorithms in which each potential 

solution (called a particle) is also assigned a randomized 

velocity and then flown through the problem hyperspace 

[19]. 

2.6. Ant Colony 

Ant Colony (AC) is inspired by the behavior of ant 

colonies. A number of ants cooperate with each other by 

sharing their experiences in finding a solution. In real ant 

colonies, this shared memory is represented by the 

deposition of pheromones on the trail as ants forage for 

food. If the trail is a "successful" one (in terms of increasing 

the food supply), its usage will be increased, otherwise 

"evaporation" takes place and the trail is eventually 

abandoned. In artificial systems, this effect is represented 

by a modification to the probability of choosing the next 

element of the solution [6]. 

2.7. Neural Network 

Neural Network (NN) is modeled on the mechanism of the 

human brain. This network has the capacity of learning from 

examples, memorizes, and creates relationships amongst data. 

It works based on three main stages: the designing stage, 

training stage, and testing stage [20]. 

2.8. Bacterial Foraging Algorithm 

The bacterial Foraging Algorithm (BFA) is proposed by 

Kevin M. Passino in 2000. It simulates the life cycles and the 

foraging behaviors of Escherichia coli bacteria that live in the 

human intestine to solve the optimization problems. There are 

three processes on a population of simulated cells: chemotaxis, 

reproduction, and elimination-dispersal. It is unfortunate that 

BFO gives poor performance for multimodal and high 

dimensional functions as compared to other optimization 

techniques like GA and PSO [12, 21]. 

2.9. Harmony Search Algorithm 

Harmony Search Algorithm (HSA) is developed by Zong 

Woo Geem et al. in 2001. It is inspired by the natural musical 

performance process that occurs when a musician searches for 

a better state of harmony. Consequently, HSA starts by 

initializing the problem and algorithm parameters. Then, 
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initializing the harmony memory (HM), improvising a new 

harmony from the HM, and updating the HM until the 

termination criterion is satisfied. 

It is clear that HS searches for the optimal solution through 

multiple solution vectors as in GA. But, its reproduction 

process is different from GA. While GA generates a new 

offspring from two parents in the population, HS generates it 

from all of the existing vectors stored in HM [12, 22]. 

These heuristic search algorithms have exponential time 

and space complexities as they store complete information of 

the path including the explored intermediate nodes [23]. 

To overcome the difficulties in the above optimization 

models, the corona virus approach is suggested. 

3. The Proposed Algorithm 

This section introduces a corona-based idea to optimization 

problems. Basically, just as corona virus infects three parts of 

the human body (nose, throat, respiratory), so decision 

variables can be assigned with any one of the three real 

values (0.5, √0.5, 1) based on computational intelligence in 

the optimization process. It should be noted that there is a 

relation of these three values. Where, the second value is the 

square root of the first, and the third value is double the first 

value. Accordingly, the value "0.5" is considered as the 

lifeblood of this algorithm. Additionally, just as the corona 

virus infects the person(s) based on infection spread or 

treatment or death, decision variables in computer memory 

can be improved based on the objective function. 

3.1. Procedure of Corona Algorithm 

In the optimization process, the solution is estimated by 

putting values of decision variables to objective or fitness 

function and evaluating the function value with respect to 

several aspects such as cost, profit, efficiency, and/or error. 

Similarly in an intelligent corona algorithm, the solution of an 

optimization problem is provided based on the following four 

steps as shown in Figure 4: 

Step 1. Initialize the optimization problem: 

In this step, the initial population consists of one patient to 

each decision variable. Essentially, there are two ways in 

which a mathematical problem can be optimized: 

1) The objective function is to minimize the infection 

spread of corona virus. 

2) The objective function is to maximize the treatment of 

corona virus. 

So, the optimization problem is specified as follows: 

Optimize (minimize or maximize): f(x), 

Subject to: x ∈ S={gm(x) ≤ 0, m=1, 2,..., M, 

hl(x)=0, l=1, 2,..., L }           (2) 

Where: 

f(x) is an objective function, 

x=(x1, x2, …, xn)
T
 is a set of decision variables, which 

optimizes (minimizes or maximizes) the objective function, 

n is a number of decision variables, 

T is the transpose operator, 

S is a feasible set, defined as 

S={x | x ∈ R
n
, gm(x) ≤ 0, m=1, 2, …, M, hl(x)=0, l=1, 2,…, 

L}, 

The inequality gm(x) and equality hl(x) are real valued 

functions defined on S, 

M and L are the numbers of inequality and equality 

constraints, respectively. 

In addition, the termination criterion (maximum number of 

searches) is determined (arbitrary). 

Step 2. Prepare a memory vector: 

The corona search (CS) algorithm has memory storage as a 

vector, named corona memory (CM). Where, a group of 

decision variables (that contains a population) is stored in this 

vector. So, it can call an infected population. The problem 

constraints (g1(x), g2(x), …, gM(x), h1(x), h2(x), …, hL(x)) and 

the objective function value are also stored next to these 

decision variables. In this step, the CS vector is initially filled 

with any one of the three values ( 0.5, √0.5, 1 ). The 

corresponding objective function value and constraints are 

calculated and stored in CM as follows: 

CM=[x1, x2, …, xn, g1(x), g2(x), …, gM(x), h1(x), h2(x), …, 

hL(x), f(x)]
T
.                   (3) 

CM is similar to one vector of the harmony memory in the 

harmony algorithm. It is a memory location that stores the 

solution vector (set of decision variables). Interestingly, CM is 

the most important part of corona search; it considers the heart 

of this algorithm. 

Step 3. Update the corona memory (CM): 

In this step, a new corona vector (x=x1, x2, …, xn)
T
 is 

generated based on the following formula: 

xi+1=a1 xi + a2,                 (4) 

Where: 

a1 and a2 are real numbers. These arbitrary values are the 

spreading rates of corona virus whether internal or external 

factors, respectively. In most cases, the value of a2 is zero that 

is expressed as a traveling rate or any external factor. 

The possible range of values for each decision variable is 

determined as xi
L
 ≤ xi ≤ xi

U
, i=1, 2, …, n. Where, xi

L
 and xi

U
 

are the lower and upper bounds for each decision variable, 

respectively. The lower bound xi
L
 is any one of the initial 

values (0.5, √0.5, 1) for each decision variable xi. But, the 

upper bound (xi
U
) of xi is calculated by putting all variables 

at zero values in the set of constraints except xi. Then the 

upper bound has a maximum value of xi. Obviously, when 

a patient dies or he (she) is treated, the corresponding 

value of xi is zero. Thus, this operation is introduced as 

follows: 

�� 
0 If a patient is died or treated or social isolation
��� ≤ �� ≤ ���, � = 1, 2, … #.                   $%ℎ'()�*'  (5) 

The value of each decision variable obtained as already 

mentioned is examined to determine whether it should be 

feasible and improve the solution. If the new value is better, 

then it is included in the corona vector. Else, it is excluded 
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from this vector. 

The formula (5) considers the mastermind of the 

algorithm, and it enables the algorithm to be more 

efficient than other artificial intelligent systems. This 

algorithm requires only two parameters: a1, and a2 that 

are used to improve the solution. So, the good 

information captured in the current iteration can be well 

utilized to generate the global solution easily within 

reasonable time. Moreover, this step likes the process of 

search direction or step length of each bacterium in the 

bacterial foraging algorithm (BFA). 

Step 4. Checking the termination criterion: 

After each iteration of the algorithm, two tasks are carried 

out: 

1) Check whether the current solution is optimal (if yes, it is 

obtained), 

2) If not, repeat Steps 2 and Steps 3 until the termination 

criterion (or a maximum number of iterations) is 

satisfied. 

There is no doubt that this step simulates the following 

events of COVID-19: Death, isolation, traveling to any place, 

and the recovery or spreading of the corona virus. It is clear 

that the end program means reaching the optimum value; 

which simulates the death or life of the patient. 

All of these steps are illustrated using pseudo-code as in the 

following Figure 3: 

 

Figure 3. Pseudo-code of CV algorithm. 

Theorem 1: 

If the value of each decision variable follows a linear 

equation, then the intersection of them is considered as a 

convex set that has an optimal solution. 

 

Figure 4. Optimization procedure of the corona search algorithm. 

Proof: 

The proof of this theorem is a simple consequence of linear 

programming optimization theory and the definition of 

convex set [24-25]. Since every decision variable follows a 
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linear equation, then the intersection of them forms a convex 

shape. Additionally, from the characteristics of a convex set 

that has an optimal solution, the proof is given. 

3.2. The Analogy Between Corona Virus Activity and 

Problem Optimization 

There is an analogy between corona virus activity and 

problem optimization as follows: 

1) The corona virus activity ↔ Decision variable. 

2) The infection spread ↔ Value range. ({One of the three 

real numbers: (0.5, √0.5, 1), and the upper bound of each 

variable}). 

3) Eliminate the corona virus ↔ Solution vector. (The 

population of infected people who will die or treatment 

or social isolation). 

4) The corona virus ↔ Fitness function. 

5) Infection and treatment step ↔ Iteration. 

6) Infected population ↔ Memory vector. 

7) Corona operators: 

The spreading rates of corona virus are: 

a1: The corona virus infection rate or internal rate or direct 

influencer or the degree of corona virus (in minimization 

case) or the improvement rate (in maximization case). 

a2: The traveling rate or external rate or indirect influencer. 

Remarks: 

1) Corona algorithm is governed by the three real 

numbers (0.5, √0.5, 1), the upper bound of each variable, 

and the corona formula (xi+1=a1 xi + a2). 

2) The formula above makes the corona algorithm's work 

is easy and accurate. 

3.3. The Major Advantages of the Corona Virus 

Optimization Algorithm 

The proposed optimization algorithm has some advantages 

such as: 

1) The arbitrary values are already set according to the corona 

virus activity easily. 

2) The algorithm can execute by Excel (or MATLAB or any 

other software) program to find an optimal solution. It has 

the ability to end after a few or several iterations because 

it finishes after the optimal solution is obtained. 

3) The corona virus optimization algorithm has the ability to 

finish its task in a fewer number of iterations with 

reasonable time (comparing with others such as genetic 

algorithm, neural network, bacteria foraging algorithm). 

4) This algorithm is suitable for discrete and continuous 

variables. Also, it has a better chance to find the global 

optimal solution. 

5) The stochastic random searches and derivative information 

are unnecessary in the mathematical of corona search. 

Whereas, it requires two parameters (a1 and a2) only, which 

have deterministic values to guide the search process for 

finding the optimal solution easily. 

6) The actual values (with low or high degree) for the 

spreading rates are reported due to the ability of corona 

virus to cause infection. 

4. Numerical Examples 

The following examples are taken from the optimization 

literature, which are used to show the validity and 

effectiveness of the artificial corona algorithm. 

Example 1: 

Consider the following linear-programming problem with 

four variables, four equality constraints, and four bounds: 

Min: f(x)=2x1+ 6x2+ x3+ x4, 

Subject to: x1+ 2 x2 + x4=6, 

x1+ 2 x2+ x3+ x4=7, 

x1+ 3 x2+ x3+ 2x4=7, 

x1+ x2+ x3=5, 

x1 ≥ 0, x2 ≥ 0, x3 ≥ 0, x4 ≥ 0. 

This problem is presented by David and Yinyu [26]. Its 

optimal solution using LINDO software is �+∗=4, �-∗=0, �.∗=1, 

�/∗=2, and the objective function value is 11. 

To solve this problem by the proposed algorithm, the steps 

are as follows: 

1) Initial corona memory (CM): It seems that the objective 

function has a greater value multiplying by the second 

variable "x2", and followed by the first variable "x1". 

Therefore, it can be starting by initial solution as (0.5, 0.5, 

0.7, 1)
T
 to find the optimal solution. The corresponding 

value of the objective function "f(x)" is 5.7, but the four 

constraints are not satisfied. 

2) Update the corona memory: To update the memory of 

corona vector, it can be seen firstly the last constraint or 

the second constraint. The upper bound of x1, x2, x3, x4 

are calculated as 7, 5, 7, 7, respectively. Thus, it is 

necessary to set the variable "x2" at zero value, "x1"=0.5 

× 8=4.0, "x3"=0.7 × 1 + 0.3=1.0, "x4"=1 × 2=2.0. In this 

case, all constraints (C1, C2, C3, C4) are satisfied and the 

corresponding objective function f(x) has a minimum 

value of 11.0. 

Table 1. The optimal results of example (1) by CA. 

Data  Initial solution Update solution 

x1 0.5 0.5 × 8 + 0.0=4.0 

x2 0.5 0.5 × 0 + 0.0=0.0 

x3 0.7 0.7 × 1 + 0.3=1.0 

x4 1.0 1.0 × 2 + 0.0=2.0 

C1 2.5 6 

C2 3.2 7 

C3 3.3 7 

C4 1.7 5 

f(x) 5.7 11 

Table 1 shows these operations for obtaining the optimal 

solution. It is obvious that the optimal solution obtained using 

the artificial corona algorithm is the same solution previously 

presented. 

Example 2: 

This example has been previously solved by Zong Geem [27] 

and Quan [28]. It consists of minimizing two variables as shown 

in Figure 5. The six-hump camel-back function is defined as: 

Min: f(x)=(4 x1
2
 – 2.1 x1

4
 + 

+
. x1

6
) + x1 x2 + (- 4 x2

2
 + 4 x2

4
), 

Subject to: -5 ≤ xi ≤ 5, i=1, 2. 
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Figure 5. 2D Six-hump camel-back function. 

The comparison of results is shown in Table 2. It can be 

seen that the global solution of this problem obtained using the 

presented algorithm is better than those reported previously in 

the literature. 

Example 3: 

Consider the following nonlinear problem: 

Min: (2x – 3y), 

Subject to: x 
2
 + y

2
 ≤ 1, 

x + y ≤ 1. 

The optimal solution of this problem by Kuhn-Tucker 

algorithm is x
*
=0, y

*
=1, and f

*
=–3. For solution by CA, the 

initial values for each decision variable are x=1.0, and y=0.5. 

But, the upper bound of x and y is one. 

As shown in Table 3, the optimal solution by the proposed 

method is x
*
=–0.5547003, y

*
=0.832050225, C1=1.0, 

C2=0.277349925, and f
*
=2x

*
 – 3y

*
=–3.605551275. 

 
Figure 6. The feasible region of example 3. 

Table 2. The optimal results for minimization of the six-hump camel-back function. 

Memory vector Proposed method Other methods 

x1 0.5 0.5 × -1 - 0.5 × 0.17967 - 0.08983 - 0.08975 

x2 √0.5 √0.5 √0.5 + 0.0055 0.7126 0.7127 

f(x) 0.227512 - 0.4796 - 1.0316284335 - 1.0316284276 - 1.031628401 

Explanation Initial solution update solution Optimal solution by CA Optimal Exact solution Optimal solution by HA 

Table 3. The optimal results of example (3) by CA. 

Data Initial solution Update solution 

x 1.0 1.0 – 0.446=– 0.554 1.0 – 1.5547003=– 0.5547003 

y 0.5 0.5  0.5 + 0.332050225=0.832050225 

C1 1.25 0.556916 1.0 

C2 1.5 – 0.054 0.277349925 

f(2x – 3y) 0.5 – 2.608 –3.605551275 

 

It is clear that the optimal solution by algorithm corona is 

more accurate than others. 

Example 4: 

This problem has been solved before by M. Mahdavi, M. 

Fesanghary, and E. Damangir [29] using an improved 

harmony search algorithm. It is stated as follows: 

Min: f(x)=(x1
2
 + x2 - 11)

2
 + (x1 + x2

2
 - 7)

2
, 

Subject to: 4.84 - (x1 - 0.05)
2
 - (x2 - 2.5)

2
 ≥ 0, 

x1
2
 + (x2 - 2.5)

2
 - 4.84 ≥ 0, 

0 ≤ x1 ≤ 6, 0 ≤ x2 ≤ 6. 

The problem has two decision variables (x1, x2), two 

nonlinear inequality constraints, and four boundary conditions. 

The unconstrained objective function has a minimum solution 

at (3, 2) with a function value of f(x)=0. But, this solution is no 

more feasible. Where, the feasible region is a narrow 

crescent-shaped region with the optimum value lying on the 

second constraint as shown in the Figure 7. 

The previous best solution reported by the authors of the 

paper [29] was obtained at x
*
=(2.2468258, 2.381863) with the 

corresponding function value=13.5908421. 

 
Figure 7. The constrained function of example 4. 

The optimal solution by corona algorithm is provided at 
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x
*
=(2.2468256, 2.381859053734) with the corresponding 

function value f
*
(x

*
)=13.59084169, C1=0.0, and 

C2=0.2221826. Of course, corona's solution is better than the 

previous paper. 

Example 5: 

The following problem has been presented by Valdimir [30] 

as a multi-objective: 

Min: f1=- (25 (x1 - 2)2 + (x2 - 2)2 + (x3 - 1)2 + (x4 - 4)2 +(x5 - 1)2), 

Min: f2=(x1
2
 + x2

2
 + x3

2 
+ x4

2
 + x5

2
 + x6

2
), 

Subject to: 

x1 + x2 - 2 ≥ 0, 

- x1 - x2 + 6 ≥ 0, 

x1 - x2 + 2 ≥ 0, 

-x1 +3x2 + 2 ≥ 0, 

- (x3 - 3)
2
 - x4 + 4 ≥ 0, 

(x5 - 3)
2
 + x6 - 4 ≥ 0, 

x1, x2, x6 ∈ [0: 10], x4 ∈ [0: 6], x3, x5 ∈ [1: 5]. 

To get the ideal (utopia) point, the optimal solution is 

obtained for each objective function of this problem. Firstly, 

the individual optimal for objectives by LINGO software are 

as follows: 

The optimal solution for the first objective is f1
*
 (x1=0, x2=2, 

x3=5, x4=0, x5=5, x6=0.3513184)=- 148. The second objective 

optimal is f2
*
(x1=x2=x3=x5=1, x4=x6=0)=4. 

Secondly, the optimal solution for each objective is 

obtained by corona algorithm as follows: 

1) The initial solution: x1=0.5, x2=1, x3=1, x4=1, x5=1, 

x6=√0.5, and the corresponding objective function is 

-46.25. 

2) The upper bound for each variable is as follows: x1, x2, 

x6=10, x4=6, and x3, x5=5. But as seen from this problem, 

the lower bound for two variables x3 and x5 is one. 

3) The obtained optimal solution of the first objective is: f1
*
 

(x1=5, x2=1, x3=5, x4=0.00, x5=5, x6=0.00)=- 274. The 

second objective optimal is the same as solution of 

LINGO software: f2
*
(x1=x2=x3=x5=1, x4=x6=0)=4. The 

following Table 4 presents the optimal solutions of this 

example obtained using the proposed algorithm and 

comparing these results with solutions solved by LINGO 

software. 

Table 4. Optimal results for each objective of example (5). 

Data 

The first objective function 
The second objective 

function by two approaches 
Proposed method LINGO software's 

solution The initial solution The final solution 

x1 0.50 0.5 × 10 + 0.00=5.00 0.00 1 

x2 1.00 1.00 2.00 1 

x3 1.00 1 × 5=5.00 5.00 1 

x4 1.00 1 × 0=0.00 0.00 0 

x5 1.00 1 × 5=5.00 5.00 1 

x6 √0.5 √0.5 × 0.0=0.00 0.3513184 0 

C1 - 0.50 4.00 0.00 0 

C2 4.50 0.00 4.00 4 

C3 1.50 6.00 0.00 2 

C4 4.50 0.00 8.00 4 

C5 -1.00 0.00 0.00 0 

C6 √0.5 0.00 0.3513184 0 

f1
* - 46.25 -274 -148.00 - 42 

f2
* 4.75 76 54.1234246 4 

f1
* + f2

* -41.50 -198 -93.8765754 -38 

 

5. Conclusion 

This study proposes a new artificial intelligent 

methodology by simulating the corona virus to get the optimal 

solution. 

Firstly, the values of the decision variables are selected 

from the three real numbers (0.5, √0.5, 1). Secondly, the 

upper bound of each variable is calculated by putting other 

variables at zero values. After that, the upper bound of each 

variable has the highest value of each variable. These 

bounds of each variable in the corona search algorithm 

control the generation of a new solution based on the linear 

formula. This formula is useful to get the optimal solution 

easily. The corona algorithm doesn't need to use any 

derivatives or randomness. 

Moreover, it is compared with other artificial algorithms 

such as GA, BA, and HA on solving the same mathematical 

optimization problems. The results show that CA yields the 

same or better solutions than the previous solutions by these 

algorithms. Also, it presents the optimum value better than 

those solved by LINGO software. 

Besides, this artificial tool offers the optimal solution for 

difficult or impossible problems reported previously in the 

literature. 

Some features of the proposed algorithm are simplicity in 

concept, ease of implementation, and generating the optimal 

solution with high accuracy and speed. These features make 

this approach more efficient, robust, and effective to apply in 

many real-world optimization problems. 

Finally, this work shows that the proposed approach is 

different from others for solving mathematical optimization 

problems. 

For future research, this algorithm is expected to solve the 

multi-objective optimization programming problems to get 

the best efficient solution. 
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